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Executive Summary [TEKNIKER] 

This document deals with the description of the proposed Wireless Sensor Network solution which 
has been selected to fulfill the self powering operation and the distributed environmental multi 
magnitude monitoring inside buildings projected in TIBUCON. The main structure of WSN will be 
presented in terms of the protocol stack (from Physical layer to Application layer), architecture, 
layout and tools. The commercial solutions will be presented and contrasted against TIBUCON 
needs. Finally the specifications for the proposed WSN solution will be defined which will serve as 
base for the further development. 
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Abbreviations 

 

AES Advanced Encryption Standard 

AOA Angle of arrival 

CDMA Code Division Multiple Access 

CSMA Carrier Sense Multiple Access 

D Deliverable 

DDS Data-Distribution Service 

DPWS Devices Profile for Web Services 
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e.g. exempli gratia = for example 

EC European Commission 

E-MAC Energy efficient sensor networks MAC 
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etc. et cetera 
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OTA Over the air programming 
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RIPS Radio interferometric positioning system 

RSSI Received signal strength indication 

S-MAC Sensor-MAC 

SP-MM-WSN Self Powered Multi Magnitude Wireless Sensor Networks 

SOA Service-oriented architecture 

SSN-XG Semantic sensor Network 

SWE Sensor Web Enablement 

TDMA Time Division Multiple Access 

TIBUCON Self Powered Wireless Sensor Network for HVAC System Energy Improvement - Towards 
Integral Building Connectivity 

T-MAC Timeout- MAC protocol 

ToF Time of flight  

TRAMA Traffic- Adaptive Medium Access protocol 

WISEMAC Wireless Sensor MAC 

WP Work Package 

WPAN Wireless Personal Area Network 



TIBUCON Wireless Communication Protocol Description 

Page 6 of 59 

WSN Wireless Sensor Network 

WT Work Task 

HVAC Heating, Ventilation, Air Conditioning 
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1 Introduction 
In order to achieve the final goal of energy use abatement in building environment, TIBUCON 

project proposes a solution for an easy to deploy and easy to maintain building environment 

monitoring. The proposed basis for this distributed monitoring are the Self Powered Multi 

Magnitude Wireless Sensor Networks (SP-MM-WSN) which are intended for substituting the 

current wired sensor-actuator schema. In addition the added value of the self powering condition 

should be mentioned, which means that every sensor node must be able to harvest energy from 

the environment to perform its tasks. 

The indoor-building operation (not open space), distributed monitoring of environmental 

conditions (e.g. temperature, relative humidity, irradiance), and foremost, the energy harvesting 

characteristic will drive the main constraints and requirements for the proposed WSN architecture. 

The most important identified requests are summarized below: 

·  Scalability and support for Large Networks  (up to hundreds/thousands of nodes), that 

allow monitoring whole building scenarios. The self configuration of the network is 

considered an asset. 

·  Very Low Power design and operation in order to achieve a real self-power behaviour 

towards the perpetual operation. 

·  Very low cost for the nodes, allowing affordable deployments even for large scale 

buildings. 

·  Standardized interfaces to allow the coexistence and cooperating with existing systems. 

Additionally, it must be taken into consideration that the power harvesting condition of the 

nodes will conclude in a very dynamic network where sensors get connected and disconnected 

regularly, mainly depending on the energy they are able to gather. 

A deep study has been carried out (see section 3) to determine whether if any of the 

commercially available wireless solutions could fulfill all the identified needs and constraints, 

concluding that, essentially due to the uncertainty of the power source in the nodes, none of them 

suits all the requested skills. Therefore, for those parts of the WSN protocol stack where no 

suitable standard/commercial solution are available, custom development will be accomplished. 

 

Figure 1.1Example Protocol Stack for TIBUCON WSN. 
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2 Wireless Sensor Networks 
 

A Wireless Sensor Network (WSN) consists of spatially distributed autonomous sensors with 

the objective of monitoring physical or environmental conditions, such as temperature, sound, 

vibration, pressure, motion or pollutants and to cooperatively pass their data through the network to 

a main location. The networks are often bidirectional, enabling also to control the activity of the 

sensors. 

As show in figure 1.1, the functionality and structure of the WSN and its nodes can be 

described as a stack of different layers, including the physical layer (PHY), medium access control 

layer (MAC), net and transport layers, and finally application layers. The current section will focus 

on the Physical and Medium Access Control layers. 

It should be mentioned that almost all the requirements identified in the previous chapter, but 

the one regarding the standardization, are in relation with the  layers located at the bottom of the 

stack: PHY and MAC. PHY layer will be accomplished with the 802.15.4 standard and will be 

described in brief in the next section. However, it should be stressed that for TIBUCON project the 

MAC layer is the only one that will be developed in a custom fashion because no 

standard/commercial solution suitable for the project needs is available. 

2.1  Physical Layer: 802.15.4 
IEEE 802.15.4 was designed to address the need for a low-cost, low-power wireless 

standard optimized for monitoring and control applications.  While similar to other low power 

wireless standards, features such as fast power-on latency and mesh networking help differentiate 

it from the field of other existing IEEE technologies 

IEEE 802.15.4 has become a solid foundation for low rate wireless solutions, including 

ZigBee, WirelessHART and SP100 network stacks.  IEEE 802.15.4 was first released in 2003 and 

the specification defines 3 bands: 868 MHz, 900 MHz and 2.4 GHz.  It is the latter 2.4GHz band 

that is most popular due to the global regulatory approvals of the 2.4 GHz ISM band.  IEEE 

802.15.4 supports AES128 bit encryption which is considered sufficient by most applications 

today.  It has a very simple frame structure that provides a maximum payload of around 100 bytes, 

which is typical of the small amount of data required for these applications.  It was also designed 

with reliability in mind and uses carrier sense multiple access with collision avoidance (CSMA-CA) 

as the access method, message acknowledgement to ensure delivery, energy detection to pick 

channels and Link Quality to check the quality of the connection.  All of these features help ensure 

reliable data deliver, even in the presence of interference.  For device addressing, it uses IEEE 64 

bit addresses for the physical device and then assigns a 16 bit address when joining the network.  
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IEEE 802.15.4 also supports multiple network types, including peer-to-peer, star, cluster tree and 

mesh networks.  For networks that require a more deterministic delivery, it can support beaconed 

networks to provider a certain amount of QOS is required. 

2.2 MAC Layer: Energy Aware MAC Protocol 
The MAC protocol layer is the main responsible for the power consumption in WSN and only 

if correctly designed the energy needs of the network itself could be decreased. Thus Lowering 

energy consumption is one of major issues in wireless sensor design [12]. As many nodes in this 

kind of networks are battery powered or rely on unpredictable power sources, the node designer 

must take into account that all operations performed in a node require energy consumption and, 

therefore, limit the life time of the node. In a typical sensor node, the radio interface consumes 

even more energy than the microprocessor. For that reason, special care must be taken when 

designing communication protocols among nodes, so that the radio peripheral is only turned on 

when it is necessary. As the first non-physical layer in the communication stack is the Medium 

Access Control (MAC), it is very important to design an energy efficient protocol that enables 

nodes to exchange information among them. The most important sources of energy loss in MAC 

protocols are the following: 

·  Errors in incoming frames : whenever a frame must be discarded and retransmitted, 

energy is wasted. 

·  Idle listening: In many MAC protocols, there are some lapses of time when the nodes 

simply wait for a frame to arrive, with their radio receivers on. This situation may be 

avoided by correctly synchronizing the nodes, so that they know when their neighbors will 

start transmitting information. 

·  Overhearing: whenever a node is listening to some information that is addressed to some 

other node, is wasting energy. 

·  Communication overhead: The presence of headers in frames, acknowledge packets 

and all control schemes that require transmitting information from one node to the other 

will require energy and will not transmit information. 

The base for all MAC protocols in wireless sensor networks is to reduce energy consumption 

by only switching the radio interface on when it is necessary. The rest of the time, nodes will keep 

their RF modules off, reducing power consumption. The percentage of time each node has its radio 

on is called duty cycle. In consequence, to keep battery usage as low as possible, the duty cycle 

must also be low. 

Although energy consumption reduction is the main objective for this type of MAC protocols, 

there are also secondary objectives that should not be neglected, such as latency and throughput: 
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·  Latency: This is the time elapsed since a frame is emitted until it arrives to the sink. 

·  Throughput: This is the effective bit-rate that may be achieved by a node. 

There are many aspects to be taken into account when designing MAC protocols. Therefore, 

there are different ways of classifying these protocols, depending on different characteristics of the 

protocols. Some of these main characteristics are described below. 

2.2.1 MEDIUM ACCESS SCHEME 

In classical wireless networks, there are different schemes to provide communication 

channels to nodes.  However, wireless sensor networks have cost and power consumption 

restrictions so not all of protocols are practical. For instance, FDMA (Frequency Division Multiple 

Access) or CDMA (Code Division Multiple Access) require rather complex hardware resources that 

make nodes more expensive and more energy-greedy. TDMA (Time Division Multiple Access) is 

used the most widely, because it uses one single channel, which is shared by all the nodes in the 

network. 

TDMA based MAC protocols must provide procedures to avoid or minimize collisions among 

nodes in the network. These procedures tell nodes when they are allowed to emit packets and 

when should remain silent, even if they have information to forward. This organization may be 

performed in two different flavors: 

·  Nodes may be allowed to transmit at any time, provided that they check if the channel is 

being used by any other node. This approach is called CSMA (Carrier Sense Medium 

Access). [13] 

·  Time is divided into time slots. Each node is assigned one of these slots, so that it is only 

allowed to transmit in a certain lapse of time. This slot assignment must be performed 

carefully to avoid possible collisions. These protocols are usually known as Time-slot 

based protocols. [14] 

 Protocol Advantages Disadvantages 

CSMA 

�  Easily scalable 
�  Simplicity 
�  Flexibility 
�  Robustness 

�  Not very efficient in terms of energy 
consumption 

�  Waste of time 

Time-slot based 
�  More efficient with the energy 

consumption 

�  Difficulty managing large and 
dynamic networks 

�  Need of synchronization between 
nodes 

�  Latency 

Table 2.1 Comparison between CSMA and Time-slot based protocols. 
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The survival of these two different approaches implies that both of them have advantages and 

disadvantages. (Table 2.1). 

2.2.2 PLACEMENT OF THE NETWORK ORGANIZER 

Scheduling when each node is allowed to transmit information is a complex task when there 

is a large number of nodes in the network. Even when this task is performed in a reduced 

environment, ordering the access to a shared communication channel can be done in two different 

ways: 

·  Centralized access.  Some nodes are elected as arbiters of the communication channel 

and they decide which of their neighbors is allowed to use the channel at each moment. 

o Advantages: better time slot usage and avoids possible collisions. 

o Disadvantages: the presence of an arbiter (which needs more battery) and it has 

difficulty in dynamic networks. 

·  Distributed access . There is no hierarchy and all nodes have the same right to establish 

their own schedule. The organization of the medium access is performed following a 

series of rules that assure that collisions and other forms of energy wastage are 

minimized. 

o Advantages: easy addition and removal of nodes. 

o Disadvantages: collisions cannot be completely avoided, which is translated in a poorer 

energy efficiency of the protocol. 

2.2.3 TOPOLOGY DEPENDENCE 

Wireless Sensor Networks are not formed by individual nodes that may want to communicate 

with each other. On the contrary, data flow in WSNs usually has a certain pattern: sensors will 

report the events they detect to a sink, which is in charge of interfacing the network with the final 

user and the final user might send some configuration data to the sensors. Two different type of 

algorithms are distinguished: 

·  Topology dependent protocols . Take network topology in consideration and try to 

optimize the access to the medium in such a way, that data frames do not stop in a certain 

node simply because the node must go to the sleep mode as soon as it has received the 

frames. This restriction in medium access forces all nodes to take into account the network 

topology. Topology dependent protocols are more adapted to the specific characteristics of 

WSNs and provide a better network behavior, reducing energy consumption. 
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·  Topology transparent protocols . Provide a medium access organization that minimizes 

the latency and maximizes the throughput of the network, without having to consider the 

topology of the network. Therefore, these algorithms are easily scalable and provide a 

better inter-node communication scheme. 

2.2.4 PROTOCOL DESCRIPTION 

In this section, some selected (based on power consumption criteria) MAC protocols are 

described, with their main contributions, their advantages and disadvantages. 

�  PAMAS 

The PAMAS (Power Aware Multi-Access protocol with Signaling) [15] is one of the first 

efforts made in power consumption reduction in wireless networks. The main objective of this 

protocol is to reduce the power consumption due to overhearing. Based on this simple idea, the 

PAMAS protocol defines a TDMA MAC scheme, based in two different channels: 

·  Data channel. Only data frames are exchanged 

·  Signaling channel control. There are three possible frames: RTS (Ready to Send), CTS 

(Clear to Send) and Busy Tone (to show that the node is receiving a frame) 

Thus, this protocol allows nodes to be in six different states: 

·  Idle:  a node enters this state when it has nothing to send or to receive 

·  Await CTS : If a node in the idle state decides that is should transmit a frame, it sends a 

RTS packet and enters this state, to wait for the confirmation. 

·  BEB (Binary Exponential Backoff) : In this state, the node waits for a random time 

without sending anything, to wait for the channel to get free. This state avoids successive 

collisions between neighbors. 

·  Transmit Packet : If a node in the Await CTS state does receive a CTS packet, the node 

is ready for transmitting the frame, which is performed in this state. When the frame 

transmission is over, the node returns to the Idle state. 

·  Await Packet : If a node in the Idle state receives a RTS packet, it responds with a CTS 

packet and enters this state. When the node starts receiving the data packet, it sends a 

Busy tone packet and enters the Receive Packet state. However, if the data frame does 

not arrive in a certain lapse of time, the node returns to the Idle state. 

·  Receive Packet: In this state, a node receives an incoming packet. After the transmission 

is over, the node returns to the Idle state. 
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This state machine and the control messages exchanged allow a node to know when it 

should turn its radio off. As a matter of fact, there are only two situations in which the node should 

do this: 

·  When it has no information to transmit and a neighbor is transmitting data packets to 

some other neighbor. 

·  When a neighbor is receiving packets from someone else. 

Although the PAMAS algorithm is not a MAC algorithm for WSNs, it established some guides 

to design low power MAC algorithms for wireless networks. It addresses the problem of 

overhearing and tries to provide a procedure to establish when the nodes should turn their radios 

off and for how long. However, it is still far from what it could be considered an appropriate protocol 

for WSNs: 

·  This protocol does not address energy waste as a crucial problem for the network. It does 

not eliminate all sources of waste. 

·  The MAC management procedure is quite complex with separate channels for signaling 

and data. This is not very typical in WSNs, where nodes should be kept as cheap as 

possible. [15] even describes the possibility of keeping the signaling channel on, while the 

data channel is off, to simplify the power management. 

·   No special care has been taken to check how much memory or computing power will be 

required to implement this algorithm. 

�  S-MAC 

One of the first MAC protocols specifically designed for wireless sensor networks is Sensor-

MAC (S-MAC) [16][15]. It is based on PAMAS and the IEEE 802.11 standard, and offers a power 

saving mechanism thanks to a sleep/active scheme. 

Each node wakes up for the first time and keeps on listening until it hears a transmission. If 

nothing is listened, it starts its own sleep/active scheme, that may be synchronized or not with the 

schemes of the rest of nodes. 

Every node in the network has the same sleep/active scheme, that is it, every node listens 

during the same time duration, but not necessary in the same moments. Nodes try to get 

synchronized to their neighbors and therefore make their awake periods coincide. 

Before each node starts its periodic listen/sleep scheme, it needs to choose a schedule. In 

order to select one, it follows these instructions: 

·  It keeps on listening during at least the synchronization period of ten seconds. If it does 

not hear any schedule from another node, it starts its own schedule. 
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·  If a node listens a schedule from a neighbor before choosing or announcing its own 

schedule, it adopts the receive schedule. 

·  If a node receives a schedule different from its own, there are two different actions: 

o If the node had no neighbors before and the schedule it is using chose on its own, it will 

follow the received one 

o If the schedule it was following was received from one or more neighbors, then it 

adopts both schedules and will be awake in the listen periods. These nodes are called 

border nodes and they connect two zones with different schedules. However, this kind 

of nodes waste much more energy than the rest of the nodes. 

S-MAC and its modifications offer a good approach for a wireless sensor network MAC 

protocol with a power-aware scheme and some mechanism to perform multi-hop low latency 

transmission. Nevertheless, it still suffers from overhearing and idle listening, and the hidden 

terminal problem is not solved yet. 

�  ER-MAC 

The ER-MAC (Energy and Rate based MAC) [17] protocol proposes a TDMA based protocol, 

where each node is given some slots when it is allowed to transmit. This scheme avoids collisions 

but it is more difficult to scale. ER-MAC establishes a mechanism to decide which nodes should be 

given a higher priority in the slot allocation process to increase the overall network lifetime. 

ER-MAC defines a measurement to know if a node should be given a higher priority within a 

TDMA group: criticality. This figure is taken from two measures: 

·  The amount of remaining energy of the node 

·  The amount of packets originated at the node 

This value of critically will be useful to establish which nodes have more remaining energy 

and more packets to transmit and, therefore, should have a higher priority than nodes that are 

running out of energy and originate almost no information. 

In ER-MAC, all nodes can transmit two different types of packets: 

·  Data frames which are used for exchanging information from higher protocol layers 

·  Control frames, used for establishing which is the criticality of each node and to publish 

the node with the lowest criticality in the group. 

Initially all nodes are assigned two slots to transmit. They must also keep a table with the slot 

assignment, so that it can turn their receivers on when the node they are connect to must transmit 

a frame. Otherwise, they will keep their radios asleep when they do not own the current slot. The 
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energy conservation procedure in this algorithm consists in assigning less slots to those nodes with 

a lower criticality. 

In this protocol, nodes measure the amount of energy they have left and this algorithm 

changes the parameters of the underlying MAC protocol to reduce the energy consumption of 

those nodes whose batteries are closer to exhaust. Thus, all nodes in the network consume the 

same amount of energy, avoiding situations in which the unavailability of a node leaves a large 

amount of nodes out of service because their data cannot reach the sink. 

Nevertheless, the ER-MAC algorithm also has drawbacks. It is based on a slot-like TDMA 

algorithm, which is difficult to scale and that requires periodical management operations. 

Furthermore, the mere possibility of a node requesting a new election requires that all nodes in the 

group must listen to each other, even if they are not expecting information from them, forcing them 

to overhear information and thus, to waste energy. 

In conclusion, the ER-MAC algorithm introduces the possibility of privileging some nodes to 

prevent them from totally exhausting their batteries, but it fails to provide a scalable global solution 

to the problem. 

�  TRAMA 

Traffic-Adaptive Medium Access protocol (TRAMA) [18] proposes a different approach. 

TRAMA uses a unique communication channel, slotted and time divided for control and data 

purposes. Control period is formed by signaling slots that are accessed in a CSMA fashion 

whereas TDMA slots are for data transmission and are called transmission slots. 

Nodes can only join the network during the random access period. Time synchronization is 

also achieved among in this period as every node must be either transmitting or receiving. This 

way, nodes exchange signaling packets and can update its neighborhood tables. However, the 

longer the random access, the higher the power consumption is. 

The TRAMA protocol is formed by three different mechanisms: 

·  Neighbor Protocol (NP).  Collects the neighborhood information included in some small 

packets that are exchanged during the random access period. These packets, apart from 

update neighborhood information, are used for knowing if the neighbors are still alive, and 

therefore checking neighbor connectivity. 

·  Schedule Exchange Protocol (SEP).  Lets nodes exchange their two-hop neighborhood 

information and their own schedules. Within this information, each node specifies the 

intended receivers of its traffic in chronological order. 
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·  Adaptive election Algorithm (AEA). Uses the information collected and exchanged by 

the previous protocols to decide what to do. For each node and time slot, AEA protocol 

determines if it has to transmit information to other node, receive a packet from a sender 

or can go to sleep and save energy. 

TRAMA offers higher delays and power consumption than S-MAC but guarantees data 

packets delivery thanks to a collision free functionality. Furthermore, TRAMA performance can get 

adapted dynamically to the network traffic conditions thanks to its time slots scheme. However, 

there are some shortcomings: 

·  This protocol proposes the use of too many control packets that have to be exchanged 

among nodes in order to perform correctly. This large amount of transmissions leads to a 

great power waste. 

·  Random access periods are too long in order to solve the possible collisions. 

·  Moreover, nodes with the TRAMA protocol must keep awake during the whole CSMA 

period, transmitting or receiving which leads to a working cycle of 12, 5%. This percentage 

is excessive for the kind of networks. 

�  T-MAC 

Timeout- MAC protocol (T-MAC) [19] is based on S-MAC and is focused on saving the 

energy that S-MAC wastes due to idle listening. As each node does not know the exact moment 

when it will receive any packet, it must keep on waiting awake until it arrives. Moreover, S-MAC 

keeps on listening even when the packet has already arrived, wasting energy uselessly. T-MAC 

proposes reducing the active time in order to reduce the global consumption of the mote. 

In the same way as S-MAC, a node can be in the active period or in sleep period. A node will 

remain in the active period, listening to the medium during a scheduled period of time. If, from the 

last activation event, it has not received another activation event in a TA period, it will finish the 

active period. Activation events could be: 

·  The reception of a data packet 

·  The detection of communication in the medium 

·  The reception of own’s packet transmission end or ACK. 

However, TA duration has to be selected very carefully. A node must not go to sleep while 

any of its neighbors is still transmitting, because it could be the next destination of the data packet. 

If the TA value were not correctly chosen, a new problem could appear: the early sleeping 

problem. A node could go to sleep before it can hear a RTS destined to it and therefore miss the 

opportunity of receiving the packet. 
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Although T-MAC approach solves the overhearing problem that S-MAC suffers, it could incur 

in other negative effects, such as over-emitting and early sleeping. 

�  WISEMAC 

WiseMAC [20] [21] is a TDMA/CSMA protocol. It offers a completely different approach 

compared to the rest of the solutions presented so far. In WiseMAC, the transmitter waits for the 

receiver to wake up and be ready for receiving the data packet. WiseMAC uses a unique 

communication channels, for data and control messages. In WiseMAC, each node has its own 

active/sleep scheme and these schemes do not have to be centralized. Hence, nodes do not need 

to be synchronized with the rest of the nodes but they have to advertise their own scheme to the 

rest. This way, each node knows about the scheme of the surrounding neighbors and can wake up 

the moment the intended receiver is waiting for data to arrive. 

WiseMAC offers some notable advantages such as highly reduced listen period, thanks to 

the preamble sampling technique. It does not require global synchronization as every node is in the 

cover range of the access point and therefore there is no need of communication among nodes. 

Moreover, only the access points need to know the scheme of every node in order to send them 

data packets. 

However, it has some shortcomings: 

·  WiseMAC suffers from the hidden terminal problem. 

·  It has only been tested in a one hop network. 

·  It does not offer solution for multihop transmission and therefore, optimization is only 

achieve when nodes receive information, not when transmitting. 

�  E-MAC  

E-MAC (Energy efficient sensor networks Medium Access Control) [22] is a Time Division 

Multiple Access (TDMA) based, self-organizing network schema for wireless sensors. The main 

goal of E-MAC is to minimize the energy consumption in a sensor network preventing the preamble 

overhead and keeping the number of transceivers state switches to a minimum. 

Searching a more efficient energy use, nodes in E-MAC network have three operation 

modes: 

·  Active mode. Active nodes are the main elements in the network communication; each of 

them controls a time slot and can communicate with other active nodes with no collisions, 

also it accepts data from passive nodes. 
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·  Passive mode: A passive node keeps track of one active node to receive network 

messages; it also asks the active node, in a non-collision free communication, for 

permission to use part of the time slot for data transfer. 

·  Dormant mode: Nodes in this mode are operating in a low power state for an agreed 

amount of time. This mode is used when node is in a critical situation of energy run out. 

Although E-MAC represents an advance over other MAC protocols and it is very attractive to 

be used in cases with few devices deployments, it has several disadvantages: 

·  Since all nodes must listen during CR (Communication Request Section) and TC (Traffic 

Control Section) periods of time slots, there is a significant energy waste. 

·  Network setup may take considerable time for large node deployment networks. 

·  It is difficult to adapt the network to different traffic conditions varying slot assignment. 

·  Network organizing and maintenance activities generate an overhead in the TC section 

and it causes a considerable energy waste. 

�  MERLIN 

MERLIN (MAC Energy efficient, Routing and Location INtegrated) [23] offers a solution for 

latency- aware sensor network applications. This approach is not a simple MAC protocol but also 

integrates data routing and localization capabilities. 

MERLIN defines two kinds of elements within the network: nodes and gateways. Sensor 

nodes are deployed in the working area and are battery powered whereas the gateways are 

powerful nodes which are the point of entrance for users requests to the network. Due to their high 

performance requirements, the later ones need continuous power supply. 

MERLIN MAC mechanism is defined as a combination between TDMA and CSMA 

approaches. Similar to DMAC, all the nodes belonging to the same time-zone shares the same 

active/sleep scheme. MERLIN’s synchronization mechanism consists on transmitting the time of 

transmission in each packet. This way, each node can estimate the start of every transmission slot 

according to the synchronization information received. 

MERLIN offers a collision report system based on the collaboration among nodes. However, 

the mechanism implemented by MERLIN for forwarding information to the gateway is not optimized 

as the node are disjointed and the same information can arrive at the gateway through different 

paths. This causes a great same overhearing and unnecessary power consumption of the nodes 

involved in those useless forwarding tasks. 

MERLIN is very similar in concept to DMAC in medium access and data gathering tasks, but 

also offers downwards communication and location facilities. 
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�  LL-MAC 

LL-MAC [24] aims the specific application in WSN of data collecting from all the nodes to the 

sink through multi-hop paths with very low latency. It offers a brand new performance planning for 

nodes to transmit information divided into time slots, apart from topology management, energy 

consumption reduction and global network latency improvements. 

Similar to most of the presented protocols, the working cycle Tc is divided into two periods: 

·  Active Period (AP). The AP is also divided into two intervals: 

o Control: it is shared topology information. It is quite different from most of the presented 

protocols, as it does not share the medium access, although all the nodes are listening 

all the time. 

o Data: it is routed collected information to the destination. 

·  Sleep Period (SP). 

LL-MAC is a medium access control protocol specially designed for wireless sensor 

networks. Apart from energy efficiency, low end-to end latency and efficient topology management 

are the main goals of the protocol design. Together with control messages (RTS/CTS) avoidance, 

LL-MAC outperforms other sensor networks MAC protocols in latency reduction, topology 

management and energy consumption. Moreover, LL-MAC evades hidden terminal problem and 

improves channel utilization, becoming a resilient protocol to packet collision and networks 

dynamics, apart from reducing dramatically power consumption and global latency. 

A variation of this protocol enhances robustness by using frequency hopping mechanisms on 

top of DSSS schema at network level. In this way a high level of path redundancy is achieved while 

keeping throughput. Improvements can also be achieved in a more constrained environment 

implementing frequency selection as a consequence of the link QoS. 
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3 Wireless Sensor Networks: Intermediate Layers 
 

The intermediate layers of the WSN protocol stack are the ones where the commercial and 

standard solutions are oriented. Some of those solutions are overlapped with lower and higher 

layers in order to achieve a certain functionality.  

After considering the requirements identified in section 1, some standard/commercial 

solutions arise as potential candidates for TIBUCON such as Zigbee, Wibree, and Wireless Hart. 

Even though, every commercial or pseudo-standard solution claim that are suitable for a broad 

range of applications, including the indoor building monitoring, all the alternatives that have been 

studied show an important lack of efficiency regarding the self powering operation.  

In addition, the EnOcean, solution for self powered wireless communication links, case has 

been studied in order to show its unsuitability regarding the current project. 

3.1 ZIGBEE 
[25] Zigbee is a wireless networking standard that is aimed at remote control and sensor 

applications which is suitable for operation in harsh radio environments and in isolated locations. It 

builds on IEEE standard 802.15.4 [26] which defines the physical and MAC layers. Above this, 

Zigbee defines the application and security layer specifications enabling interoperability between 

products from different manufacturers. In this way Zigbee is a superset of the 802.15.4 

specification. (Figure 3.1). 

 

Figure 3.1 Stack of Zigbee 
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While Bluetooth focuses on connectivity between large packet user devices, such as laptops, 

phones, and major peripherals, ZigBee is designed to provide highly efficient connectivity between 

small packet devices. As a result of its simplified operations, which are one to two full orders of 

magnitude less complex than a comparable Bluetooth device, pricing for ZigBee devices is 

extremely competitive, with full nodes available for a fraction of the cost of a Bluetooth node. 

ZigBee looks to control a light or send temperature data to a thermostat. While other wireless 

technologies are designed to run for hours or perhaps days on batteries, ZigBee is designed to run 

for years. And while other wireless technologies provide 12 to 24 months of shelf life for a product, 

ZigBee products can typically provide decades or more of use. 

The Zigbee wireless networking standard fitted into a market that was simply not filled by 

other wireless technologies. The market category ZigBee serves is called “Wireless Sensor 

Networking and Control”. In recent years, other standards have been published such as 6LowPan 

or Wibree to compete with Zigbee. At the end of section 6 is shown a comparison between these 

standards. 

�  MAIN CHARACTERISTICS 

·  Low power: the devices are “sleeping” most of the time. They only wake up when it is 

necessary to transmit the information. 

·  Supported topologies include: Peer to peer, star configuration, cluster tree and mesh 

network. 

·  Highly reliable and secure. 

·  Cost effective. 

·  Scalable and easy deployment. 

·  250 kbps data rate. 

·  10 to 75 m range. 

ZigBee has been developed to meet the growing demand for capable wireless networking 

between numerous low-power devices. In industry, ZigBee is being used for next generation 

automated manufacturing, with small transmitters in every device on the floor, allowing for 

communication between devices to a central computer. This new level of communication permits 

finely-tuned remote monitoring and manipulation. In the consumer market, ZigBee is being 

explored for everything from linking low-power household devices such as smoke alarms to a 

central housing control unit, to centralized light controls. 

ZigBee devices are actively limited to a through-rate of 250 Kbps, operating on the 2.4 GHz 

ISM band, which is available throughout most of the world. 
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�  ZIGBEE RELIABILITY  

The reliability is an important requirement in a Wireless Sensor Network. A common Wireless 

Sensor Network could have a lot of nodes, so the information exchanged between devices must be 

accurate and reliable. Wrong data could affect the throughput of the network or could show an 

incorrect behavior. 

Zigbee achieves high reliability in a number of ways: 

·  IEEE 802.15.4 with O-QPSK and DSSS 

·  CSMA-CA 

·  16-bit CRCs 

·  Acknowledgments at each hop 

·  Mesh networking to find reliable route 

·  End-to- end acknowledgments to verify data made it to the destination 

Zigbee specification oriented towards a robust radio technology. It uses O-QPSK (Offset-

Quadrature Phase-Shift Keying) and DSSS (Direct Sequence Spread Spectrum), a combination of 

technologies that provides excellent performance in low signal-to-noise ratio environments. 

Besides, Zigbee uses CSMA-CA (Carrier Sense Multiple Access Collision Avoidance) to increase 

reliability. Before transmitting, ZigBee listens to the channel, when the channel is clear, Zigbee 

begins to transmit. This prevents radios from talking over one another, causing corrupted data. 

Another way that ZigBee achieves reliability is through mesh networking. Mesh networking 

essentially provides three enhanced capabilities to a wireless network: extended range through 

multi-hop, ad-hoc formation of the network, and most importantly automatic route discovery and 

self healing. This feature is very important in a wireless sensor network, in which every so often 

some nodes die or get removed, so the routes must be automatically updated. 

With mesh networking, data from the first node can reach any other node in the ZigBee 

network; regardless of the distance as long as there are enough radio links in between to pass the 

message along (see Figure 3.2). Node 1 wants to communicate to node 3, but is out of radio 

range. ZigBee automatically calculates the best path and so node 1 sends the information to node 

2, which forwards it on to node 3. 
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 Figure 3.2 Zigbee Mesh Networking 

 

  

Figure 3.3 ZigBee Mesh rerouting 

 

Now suppose that over time, something happens to this route. Node 2 has been removed or 

dies. ZigBee will automatically detect the route failure and route around the obstruction. (Figure 

3.3)  

�  ZIGBEE NODES 

The development of Zigbee technology is focused on the simplicity and low cost compared 

with other wireless networks, such as Bluetooth. As stated before, the most complete node 

requires only the 10% of the software of a Bluetooth node. There are different kinds of Zigbee 

nodes (Figure 3.4): 

 

·   ZigBee Coordinator, ZC.  The most capable device, the coordinator forms the root of the 

network tree and might bridge to other networks. There is exactly one ZigBee coordinator 

in each network since it is the device that started the network originally. 

·  ZigBee Router, ZR.  As well as running an application function, a router can act as an 

intermediate router, passing on data from other devices. 

·  ZigBee End Device, ZED.  Contains just enough functionality to talk to the parent node 

(either the coordinator or a router); it cannot relay data from other devices. This 

relationship allows the node to be asleep a significant amount of the time thereby giving 

long battery life. A ZED requires the least amount of memory, and therefore can be less 

expensive to manufacture than a ZR or ZC. 

In a Wireless Sensor Network is needed a hierarchy to organize the information so they can 

make decisions quickly. Besides, you can use different kind of nodes according to its function. That 

is to say, you can create the network with ZC or ZR devices needed, and complete it with ZED 

nodes. Obviously, this infrastructure can save a lot of money. 
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All of these devices require low power to work, since they are “sleeping” most of the time. 

They can stay asleep for a long time, even days until it is needed to use, and wake up in about 15 

milliseconds. This ability is very useful to save power. As mentioned before, the battery of the 

devices is intended for lasting years. For example, in a Building monitoring network, the devices 

can exchange information about temperature or lighting, but this information flow isn’t constant. 

Unfortunately energy efficiency is focused mainly on End Devices but not in the rest. This impose a 

severe restriction in a wide muti-hop scenario with high dynamics in terms of RF links and energy 

availability. 

They only exchange information when something happen or when coordinator ask for it. Until 

then, devices can “sleep” to save power. 

 

Figure 3.4 Zigbee network example 

�  ZIGBEE STACKS  

Zigbee is really three stacks in one: Zigbee 2006, Zigbee 2007 and Zigbee Pro. Originally, 

there was also Zigbee 2004, but that stack is considered deprecated, and is no longer in use. 

The three Zigbee stacks have more similarities that they do differences, and indeed they can 

join networks that were started with the other stacks. The three Zigbee stacks are compared in the 

next table. 

Feature Zigbee 2006 Zigbee 2007 Zigbee Pro 

Size in ROM/RAM Smallest Small Bigger 

Stack Profile 0x01 0x01 0x02 

Maximum hops 10  10 30 

Maximum nodes in network 31,101 31,101 65,540 

Mesh networking �  �  �  

Broadcasting �  �  �  

Tree routing �  �  - 

Frequency agility - �  �  
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Bandwith Used by Protocol Least More Most 

Fragmentation - �  �  

Multicasting - - �  

Source routing - - �  

Symmetric Links - - �  

Standard Security (AES 128 
bit) 

�  �  �  

High Security (SKKE) - - �  

Table 3.1 Zigbee versions  

ZigBee Pro is designed for big networks with demanding requirements. For example, Smart 

Energy applications require fragmentation. Only Zigbee 2007 and Zigbee Pro support this feature. 

Therefore, the needs of the application will drive the to choosing of the best Zigbee stack. 

3.2 WIBREE (Low Power Bluetooth) 
[27] Bluetooth technology is one of the most successful short range wireless communications 

technology incorporated into billions of devices from cellular phones, headsets and stereo 

headphones. 

Wibree is open standard based on the Bluetooth. The Wibree technology must have the 

same bit rate (1Mb/s) than the  Bluetooth technology. All the specifications of Bluetooth and 

Wibree technologies  are the same expect the power consumption of Wibree must be ten times 

inferior to the power consumption of Bluetooth. The frequency band is between 2.4 GHz   and 

2.4835 GHz. The channel bandwidth is 2 MHz. 

Bluetooth low energy technology (Wibree) is the next generation of wireless standard. It is a 

new design that has taken the best parts of the existing Bluetooth specifications and optimized it 

for a new set of applications. Figure 3.5 shows the main architecture of Wibree technology, that 

can work in two ways: 

·  Stand alone. Wibree can communicate with other stand alone Wibree chips and/or dual 

mode chips. 

·  Dual mode. Wibree can communicante with other stand alone or dual mode Wibree chips 

in addition to other Bluetooth chips. 
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Figure 3.5 Wibree Stack 

The core values of Bluetooth low energy technology are as follows: 

·  Low power. Wibree improves the energy efficiency when devices are connectable and 

discoverable, and also enables devices to send a small quantity of data very quickly from 

a disconnected state. These new low power features enable new market segments where 

there is a need to transmit only small amounts of data.   

·  Low cost. Wibree reduce these costs, by relaxing important specification parameters, and 

by reducing the implementation size significantly. 

·  Short range. Wibree enables similar ranges as Bluetooth technology, about 10 m. 

·  Worldwide. Wibree can be used and sold in almost every country on the planet. 

Therefore, Wibree enables a single seamless market for wireless devices, enabling huge 

mass market, rather than country or regional specifications or devices. 

·  Robust. Wibree has a robust radio which is essential when you are trying to gather a 

measurement from a sensor, or controlling something. 

·  Web Service Integration. Devices can send a small quantity of data to a web service. This 

feature is a key feature for a large number of use cases. 

·  Fast Connections. The time it takes to make a connection, and send some data is very 

important to reduce battery life. Wibree devices can wake up, connect and send some 

application data, and then disconnect again within 3 ms. 
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·  Interoperable Sensors. Wibree allows to create of fully interoperable devices. 

·  Network nodes: Wibree is a low-power networking technology that links a small number of 

nodes to devices such as computers and mobile phones. 

3.3 WIRELESS HART 

 

[28] WirelessHart is another 802.15.4 standard. This is a more specialized standard, which is 

used in factory and process control, where it adds wireless connectivity to the existing wired HART 

standard. 

The WirelessHart technology was designed to enable secure industrial wireless sensor 

network communications while ensuring ease-of-use is not compromised. Security is built-in and 

cannot be disabled. It is implemented with end-to-end sessions utilizing AES-128 bit encryption. 

These sessions ensure that messages are enciphered such that only the final destination can 

decipher and utilize the payload created by a source device. 

WirelessHart is a fully featured mesh network containing field devices (sensor nodes), 

gateways and a network manager responsible for configuring and maintaining the network. 

WirelessHart uses synchronized communications between devices, with all transmissions 

occurring in pre-scheduled timeslots. That also allows it to implement channel hopping, with 

automatic, coordinated, hopping between channels to increase its immunity to interference. As a 

result, it can define QoS for transmissions, which is important for process control applications. 

In a WirelessHART deployment, the network management is made by a global network 

manager. This element is the responsible for configuring the network, scheduling communications 

between devices and managing message routes, instead of making in each node. This feature 

involves having a central system running all the time to give the schedule support, as well as 

generating a lot of traffic between the sensor nodes and the manager. 

 

�  KEY CAPABILITIES: 

·  Reliability  even in the presence of interference, thanks to technology like mesh 

networking, channel hopping and time-synchronized messaging. 

·  Security and privacy for network communications though encryption, verification, 

authentication and key management. 
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·  Effective power management through Smart Data Publishing and other techniques that 

make batteries, solar and other low-power options theoretically viable for wireless devices. 

�  STACK ARCHITECTURE 

·  Physical Layer.  It is based on IEEE 802.15.4 with a data rate of 250 kbps and operating 

frequency of 2400-2483, 5 Mhz. Modulation used is DSSS. 

·  Data-link layer.  It is responsible for the secure, reliable, error free communication of data 

between HART compatible devices. For collision free communication, WirelessHart uses 

TDMA and channel hopping. 

·  Network layer.  This layer provides routing and end-to-end security. 

·  Transport layer.  This is a thin layer in WirelessHART, which ensures reliable data 

transmission. It manages sessions for end to end communication with corresponding 

devices. 

·  Application layer.  It uses the standard HART application layer, which is command 

based. 

 

 

Figure 3.6 WirelessHART stack 
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�  CO-EXISTENCE 

Problems can occur when two or more packets of information are transmitted at the same 

time and frequency such that they “collide” in the same physical space. If networks aren’t designed 

to minimize or avoid these occurrences, unreliable communications will result. 

There are several techniques that can be used to minimize network interference: 

�  STACK ARCHITECTURE 

·  Channel hopping. WirelessHart instruments use a pseudo-random channel hopping 

sequence to reduce the chance of interference with other networks. 

·  Time division Multiplexing. A WirelessHart network utilizes Time Division Multiple Access 

(TDMA) technology to ensure that only one instrument is talking on a channel at any given 

time. 

·  DSSS. 

·  Mesh Networking. Each WirelessHART filed instrument is capable of routing the message 

of other instruments along a route that will ensure the message is received at its ultimate 

gateway destination. 

·  Blacklisting and Channel Assessment. In conjunction with channel hopping the Wireless 

HART network can be configured to avoid specific channels that are highly utilized by 

other networks and therefore likely to provide interference. To further avoid any conflict 

with other neighboring networks a WirelessHART instrument listens to the frequency 

channel prior to transmitting data. If other transmissions are detect the WirelessHART 

instrument will back off and attempt the communication in another timeslot on a different 

frequency. 

The WirelessHART tecnnology was designed specifically to work in the 2.4 GHz ISM band in 

an environment where other wireless networks are expected to be found. Using the techniques 

above, allow a WirelessHART network to maintain high data reliability and at the same time 

minimize, if not eliminate, any effect it has on other overlapping networks. 

3.4  EnOcean 
EnOcean Alliance is, as ZigBee Alliance, a consortium of companies trying to develop a 

common standard for communications and application profiles in the WSN world. Even though 

EnOcean claims to be simplest and more efficient than Zigbee, it is only focused to some 

application areas such as HVAC or light switching. The orientation of EnOcean to HVAC system is 

the reason why it has been studied although its main characteristics make it not suitable for 

TIBUCON scenario. 
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EnOcean technology is based on a proprietary radio protocol (non-standard) which operates 

in the 868MHz band for Europe (and 315MHz in America). There is no radio specification for 

2.4GHz band. EnOcean radio protocol transmits with a data rate of 120Kbps, whereas 802.15.4 

allows only 20kbps in the 868MHz band, but 250kbps in the 2.4 GHz band. 

EnOcean technology is more focused on point-to-point connections, uni- or bi-directional, 

paying not so much attention in supporting complex network topologies such as mesh networking. 

Although EnOcean products claim for being battery-less devices, there must always be at least 

one power supplied repeater device. Every EnOcean remote sensor/switch/actuator communicates 

directly with a central repeater, which can be connected to other repeaters or be a bridge to a 

wired bus such as LON, KNX, etc. 

Another inconvenient for the current project scenario is the radio protocol of EnOcean 

technology. Its MAC layer (medium access control) relies on the fact that, as a packet (frame) 

transmission needs less than a milisecond to be completed, the probability of a collision is very 

low. So, although there could be many devices (hundreds), they would successfully communicate 

mostly in a single transmission attempt. But in case of collision, which in a large network could be 

quite probable, EnOcean devices send their data frames repeatedly within a few miliseconds, 

randomly offset from one to another in time, in order to avoid collision. This mechanism conflicts 

with the power aware specification. 

 

Figure 3.7 Example of EnOcean Wireless Links with battery-less nodes. 
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As one of the goals of TIBUCON project is to deploy a WSN being self-powered, self-

configurable, fully bidirectional, with low latency and easily upgradable, a synchronized (mesh) 

network is needed. EnOcean technology is not well suited for fitting the TIBUCON project 

objectives.  
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4 Wireless Sensor Networks: Upper Layers 
 

The upper layers in WSN are those intended for achieving a standard interface for developed 

applications, thus, these are the layers where the standardization effort must be put. This 

mentioned standardization should be understood in two different steps: first the accessibility and 

second the understanding of the information. For TIBUCON project the accessibility of the 

information will be achieved through the inclusion of the 6LowPAN standard which empower the 

WSN nodes with a kind of IP connectivity. On the other hand, the interpretation and understanding 

of the gathered information will be based on standard data models formatted in a well-known 

fashion. In addition Service Oriented Architectures will be mentioned as the facto standard to 

exchange information and services in a distributed cooperative scenario. 

4.1 6LOWPAN  
[29] The Internet of Things is considered to be the next big opportunity, and challenge, for 

the Internet engineering community, users of technology, companies and society as a whole. It 

involves connecting embedded devices such as sensors, home appliances, weather stations and 

even toys to Internet Protocol (IP) based networks. 

Therefore, it is over the idea of having a network of sensors outside the main Internet. All 

small networks will be connected to create a unique big network. This aim will be achieved thanks 

to 6LoWPan protocol. 

6LoWPAN is a set of standards defined by the IETF (figure 4.1), which creates and maintains 

all core Internet standards and architecture work. 6LoWPAN standards enable the efficient use of 

IPv6 over low-power, low-rate wireless networks on simple embedded devises through and 

adaptation layer and the optimization of related protocols.  

6LowPan breaks down the barriers to using IPv6 in low-power, processing-limited embedded 

devices over low-bandwidth wireless networks. 

�  MAIN CHARACTERISTICS 

·  IETF standard IP networking 

·  Based on IEEE802.15.4 MAC and PHY 

·  Supported topologies include: Point-to-point, star, mesh and self-healing tree networks 

·  Typical clusters of 100 nodes 

·  Automatic route formation and repair 

·  End-to-end message acknowledgment  
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·  Highly reliable and secure 

·  Low power, small and cheap 

·  Scalability 

 

 

Figure 4.1 6LoWPAN stack 

�  WHY 6LOWPAN? 

There are a huge range of applications which could benefit from a Wireless Embedded 

Internet approach, such as building monitoring system, home automation, smart energy, etc. The 

benefits of using Internet protocols in these applications are the following: 

·  IP-based devices can be connected easily to other IP networks without the need for 

translation gateways or proxies. It means high interoperability. 

·  IP networks allow the use of existing network infrastructure 

·  IP-based technologies have existed for decades, are very well know, and have been 

proven to work and scale. 

·  IP technology is specified in an open and free way, with standards processes and 

documents available to anyone. 

�  THE 6LOWPAN ARCHITECTURE 

The Wireless Embedded Internet is created by connecting islands of wireless embedded 

devices, each island being a stub network on the Internet. A stub network is a network which IP 

packets are sent from or destined to, but which doesn’t act as a transit to other networks. Three 

different kinds of LoWPANs have been defined: 
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·  Simple LoWPANs. Is connected though one LoWPAN Edge Router to another IP network. 

·  Extended LoWPANs. Encompasses the LoWPANs of multiple edge routers along with a 

backbone like (e.g. Ethernet) interconnecting them. 

·   Ad hoc LoWPANs. Is not connected to the Internet, but instead operate without an 

infrastructure. 

A LoWPAN consists of nodes, which may play the role of host or router, along with one or 

more edge routers.  

In the figure 4.2 the 6LowPan architecture is shown. As mentioned, a wireless sensor 

network is useful to control the temperature or lighting in a company. 6LoWPan allows to create a 

wireless sensor network connected with the company’s network so it will be easier to control and to 

develop new services. 

 

Figure 4.2 different networks types under 6LoWPAN architecture. 

�   KEY POINTS FOR IP OVER 802.15.4 

·  Compression of IPv6 and UDP Headers 

o Hop Limit is the only incompressible IPv6 header field. 
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o UDP compressed header size is only 3 bytes. 

·  Fragmentation 

o Interoperability means that applications need not know the constraints of physical 

links that might carry their packets 

o IP packets may be large, compared to 802.15.4 max frame size 

o IPv6 requires all links support 1280 byte packets [RFC 2460] 

·  Allow link-layer mesh routing under IP topology 

o 802.15.4 subnets may utilize multiple radio hops per IP hop 

o Similar to LAN switching within IP routing domain in Ethernet 

·  Allow IP routing over a mesh of 802.15.4 nodes 

o Localized internet of overlapping subnets 

�  6LOWPAN FORMAT DESIGN 

The next figure presents the format of the different messages in 6LowPAN: 

 

Figure 4.3 6LoWPAN Data header format 

 

- The dispatch byte indicates de type of the frame: no LowPAN, LowPAN IPv6, LowPAN 

mesh routing or LowPAN fragmentation. 

- The header compression bytes indicates the level of compression of the IP and UDP 

headers. 
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4.2 Data models and Messages structures 

4.2.1 DEVICES PROFILES FOR WEB SERVICES (DPWS) 

[33] DPWS defines a minimal set of implementation constraints to enable secure Web 

Service messaging, discovery, description and eventing on resource-constrained devices. 

The main purpose of DPWS is to bring web services to small embedded devices. That way, 

your devices can communicate with each other or other DPWS enabled devices and applications 

using and standardized protocol. 

[34] uDPWS is an implementation of the Devices Profile for Web Services (DPWS), 

especially for memory-efficient networked embedded systems and wireless sensor networks. It is 

designed to work on microcontrollers with small amounts of memory. 

A lot of today’s devices, such as routers, mobiles, LCD TVs, HiFi Receiver, DVD and BluRay 

phones, etc come with networking capabilities. Even small, low-powered and battery driven 

devices, such as room thermostats to control heating and cooling systems, can be purchased with 

wireless transceivers to connect them in home automation systems. In general these devices use 

proprietary protocols for data transmission and thus can only be used in conjunction with other 

devices from the same manufacturer. Interoperability with other devices is hardly possible. 

UDPWS allows to interconnect all devices; they only need to transport IP packets. 

4.2.2 SEMANTIC SENSOR NETWORK (SSN-XG) 

As networks of sensors become more commonplace there is a greater need for the 

management and querying of these sensor networks to be assisted by standards and computer 

reasoning. The OGC's Sensor Web Enablement [35] activities have produced a services-based 

architecture and standards, including four languages for describing sensors, their capabilities and 

measurements, and other relevant aspects of environments involving multiple heterogeneous 

sensors. These standards assist, amongst other things, in cataloguing sensors and understanding 

the processes by which measurements are reached, as well as limited interoperability and data 

exchange based on XML and standardized tags. However, they do not provide semantic 

interoperability and do not provide a basis for reasoning that can ease development of advanced 

applications. 

Ontologies and other semantic technologies can be key enabling technologies for sensor 

networks because they will improve semantic interoperability and integration, as well as facilitate 

reasoning, classification and other types of assurance and automation not included in the OGC 

standards. A semantic sensor network will allow the network, its sensors and the resulting data to 

be organized, installed and managed, queried, understood and controlled through high-level 
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specifications. Sensors are different to other technologies, such as service-oriented architecture, 

because of the event based nature of sensors and sensor networks and the temporal relationships 

that need to be considered. Further, when reasoning about sensors the various constraints, such 

as power restrictions, limited memory, variable data quality, and loosely connected networks need 

to be taken into account 

The SSN-XG has two main objectives: 

·  The development of ontologies for describing sensor s. It provides a framework for 

describing sensors. These ontologies allow classification and reasoning on the capabilities 

and measurements of sensors, provenance of measurements and may allow reasoning 

about individual sensors as well as reasoning about the connection of a number of 

sensors as a macro-instrument. 

·  The extension of the Sensor Markup Language (SML),  one of the four SWE 

languages, to support semantic annotations: Support sensor data exchange and sensor 

network management 

 

4.2.3 OMG DATA DISTRIBUTION SERVICE (DDS)  

[36] The OMG Data-Distribution Service for Real-Time Systems (DDS) is the first open 

international middleware standard directly addressing publish-subscribe communications for real-

time and embedded systems. 

DDS introduces a virtual Global Data Space where applications can share information by 

simply reading and writing data-objects addressed by means of an application-defined name 

(Topic) and a key. DDS features fine and extensive control of QoS parameters, including reliability, 

bandwidth, delivery deadlines, and resource limits. DDS also supports the construction of local 

object models on top of the Global Data Space. 

Advantages 

·  Flexibility and Power of the data-centric model 

·  Performance & Scalability 

·  Rich set of built-in services 

·  Interoperability across platforms and Languages 

·  Natural integration with SOA building-blocks 
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4.2.4 SENSOR WEB ENABLEMENT (SWE)  

Inc's Sensor Web Enablement (SWE) standards enable developers to make all types of 

sensors, transducers, and sensor data repositories discoverable, accessible, and useable via the 

Web. Standards make it possible for users to assemble sensor systems and components together 

efficiently, protect investments, reduce likelihood of dead-end technologies, products or 

approaches and allow for future expansion and encourage collaboration between Sensor Web 

components and users. 

Sensor Web Enablement allows for the integration and analysis of streams of sensor data 

from multiple and diverse sensors in a standards-based and thus interoperable manner. For 

instance, observations from water quality sensors can be fused with those from weather 

instruments and satellite remote sensing instruments. Collection, management and analysis of 

these data can be automated and adaptive, handling the disruption of service from some sensors 

or the addition of new sensors. 

[37] Figure 4.3 shows typical components of a monitoring system. Instruments, computers, 

people and communications technologies are involved throughout the system. There are many 

potential points of failure, inefficiency and unnecessary cost. 

SWE will exploit distributed computing to fuse and integrate these data through real-time 

service-chain composition to generate up-to-date, dynamic and accurate information products that 

have been difficult, costly or impossible to access before. Any sensor can potentially participate in 

the sensor web, from an in situ borehole water quality sensor to a satellite remote sensor to a 

human visual observation or questionnaire. Each observation in the Sensor Web is tagged with 

time and location, allowing for realistic spatio-temporal modeling and a richer understanding of 

environmental dynamics. 

 

Figure 4.4 Process of measurement  
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Extending the scope of OGC SWE, the Semantic Web (W3C 2001) will enable users to 

define queries that will automatically be interpreted; automatically locate, interrogated or task 

sensors on the Internet, acquire and process observations and return answers. SWE uses a 

subset OGC Web Services (OWS), a Service Oriented Architecture (SOA) that can operate in any 

service paradigm. 

4.2.5 SERVICE ORIENTED ARCHITECTURE (SOA)  

Service-oriented architecture (SOA) is a flexible set of design principles used during the 

phases of systems development and integration in computing. A system based on a SOA will 

package functionality as a suite of interoperable services that can be used within multiple separate 

systems from several business domains. 

SOA also generally provides a way for consumers of services, such as web-based 

applications, to be aware of available SOA-based services. XML is commonly used for interfacing 

with SOA services, though this is not required. 

SOA defines how to integrate widely disparate applications for a Web-based environment 

and uses multiple implementation platforms. Rather than defining an API, SOA defines the 

interface in terms of protocols and functionality. An endpoint is the entry point for such a SOA 

implementation. 

Service-orientation requires loose coupling of services with operating systems, and other 

technologies that underlies applications. SOA separates functions into distinct units, or services 

which developers make accessible over a network in order to allow users to combine and reuse 

them in the production of applications. These services and their corresponding consumers 

communicate with each other by passing data in a well-defined, shared format, or by coordinating 

an activity between two or more services. 

[38]The term service-oriented architecture refers to a logical set that consists of several large 

software components that together perform a certain task or service [39] [40]. SOA is a particularly 

popular paradigm in the community of the web software developers, for example Web Services 

[39] utilize this architecture. WSNs can be viewed in part as a reduced copy of Internet, where 

different nodes or their groups provide different services to the end user. Ideally nodes in WSNs 

self-organize to provide the required functionality. Web services aim to achieve exactly the same 

goal on the Internet scale. However, SOA has to be adapted to work in WSN and because of that, 

SOA only include simple services, like data storage, routing or sensor readings. 

An abstract description of services is a key element of the SOA-based WSN System design, 

as it allows to create non-implementation specific design solutions important in the initial project 
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development stages. Additionally, abstract service descriptions help to formalize the developed 

WSN. A service description includes the list of provided functionalities and required services. Each 

service is also characterized by the expected influence of the node lifetime and overhead data rate. 

Advantages: Abstraction, Autonomy, Composability, Discoverability, Formal contract, Loose 

coupling, Reusability, Statelessness. 
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5 TOOLS 

Sensor networks are usually extensive networks with a multitude of devices within a common 

scenario and mutually interdependent en terms of link conditions, energy resources and 

heterogeneous capabilities (memory, process,...). Managing these networks manually can be 

unfeasible and therefore, management tools that make the management of the networks of 

sensors easier and faster are a must. Several suitable tools are described below for that purpose.  

5.1 DAINTREE 

[30] Daintree's Sensor Network Analyzer (SNA) provides a comprehensive solution for 

developing, decoding, debugging and deploying wireless embedded networks. The SNA supports 

IEEE 802.15.4 and ZigBee protocols, as well as standards-based and proprietary network 

protocols such as ZigBee RF4CE, 6LoWPAN, JenNet (from Jennic), SimpliciTI (from Texas 

Instruments) and Synkro (from Freescale Semiconductor), with the ability to easily add more 

protocols. 

The SNA's features include a powerful protocol decoder that allows to drill down to packet, 

field, and byte level; unique visualization capabilities that allow to view all network devices and 

interactions simultaneously; customization options including filtering, labeling and color-coding to 

make it easy to locate packets of interest; performance measurements for 802.15.4 and ZigBee; 

and intuitive tools that make it easy to perform complex functions such as multi-node and multi-

channel capture. 

The SNA is compatible with a wide range of semiconductor and development boards. 

Features 

·  Visualize. Visualize and understand 802.15.4 network and device behavior with system-

level network analysis. 

·  Analyze. Analyze and debug associated protocols with detailed packet analysis. 

·  Measure. Obtain measurements on network, device and route performance. 

·  Filter. Cross-reference information by using context filters to quickly obtain a filtered 

packet list by selecting similar packets or objects from visual displays. 

·  Customize. Analyze custom protocol stacks and custom ZigBee application profiles with 

the SNA’s XML-based flexible decode engine and API. 
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·  Monitor. Monitor live networks and record operation for future review (with playback 

controls including pause, fast forward, and breakpoints). Use to test development, verify 

commissioning, and manage deployed networks. 

·  Expand. Suitable for all size networks: from small to very large. Connect two or more 

capture devices via Ethernet to analyze large, distributed networks or for multi-channel 

capture. 

·  Deploy. Powerful and intuitive standards-based ZigBee commissioning, providing over-

the-air configuration. 

·  Manage. Ensure optimal network operation with powerful monitoring and troubleshooting 

tools. 

5.2 PERYTONS 

[31] The Perytons™ analyzers are feature-rich portable tools for troubleshooting and 

monitoring a variety of wireless and wireline networks and protocols in the lab and in the 

field.Perytons analyzers help to create quickly map networks topology, capture activity patterns, 

make sense of the bits and packets, and identify and resolve problems more quickly and easily. 

Enhanced monitoring tools allow to locally or remotely monitor operational networks, identify 

problematic scenarios, and generate events and alarms. 

The Perytons™ analyzers support a variety of standard protocols such as ZigBee, ZigBee 

RF4CE, 6LoWPAN, 802.15.4, 802.15.4a, ONE-NET and PLC, as well as proprietary protocols.  

Features 

·  Big picture perspective with two-dimensional 

·  Time-View and schematic Network Topology View 

·  Customizable for proprietary protocols and applications 

·  Easy sharing of captured scenarios with colleagues, vendors, and customers 

·  Enhanced monitoring tools for user defined statistics, events automatic e-mail alarms, and 

SOA ( service-oriented architecture) APIs 

·  Simultaneous multi-channel data capture 

·  Extremely high fidelity thanks to antenna diversity techniques 
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5.3 NLIGHT – SENSORSWITCH 

[32] NLight is a system that cost-effectively integrates time-based lightning control with sensor-

based lighting control.  

By networking together sensors, power packs, photocells, and wall switches, a system is 

created with “distributed intelligence” This enables nLight to provide local control of a building’s 

lighting system via stylish LCD “Gateway” devices and /or global control via web-based lighting 

management software called “Sensor View”.  

Distributed Intelligence enables zones of nLight devices to self-commission and function 

independently, if necessary. Distributed Intelligence also eliminates the need for centrally 

hardwired equipment.  

Advantages 

·  Maximizes the operational and energy efficient of a building’s lighting system. 

·  Easily change building lighting status to implement load shedding or safety overrides. 

·  Eliminates need for compromises between occupant convenience and energy savings. 

·  Enables remote system upgrades.  
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6 PROTOCOL REQUIREMENTS 
 

Each WSN can have different requirements according to the needs of the application. The 

protocols and standards described before show different advantages or drawbacks since each of 

them address certain kind of problems. The aim of this section is to describe the specifications of 

the protocol that have been identified based on TIBUCON project needs. Some of these 

specifications will be directly driven by the requirement itself (e.g. self power operation). In addition, 

the standards described earlier are analyzed against the presented specifications. . 

6.1 Efficiency, self powered, power aware, (power h arvesting) 
Power saving is a very critical issue in energy-constrained wireless sensor networks. 

Thousands of wireless sensor nodes are expected to auto-configure and operate for extended 

periods of time without physical human intervention. In many systems it can be expensive or even 

impossible to replace the batteries. For such WSNs, the power management strategies play a vital 

role in extending the useful lifetime of the network. 

In a WSN network, the nodes can be self powered. It means, they get their power through 

solar, mechanic or thermal energy. This feature must be taken into account when a the routing 

protocol is chosen. Several strategies are commonly employed for power aware routing in WSNs: 

·  Minimizing the energy consumed for each message. 

·  Minimizing the variance in the power level of each node. This is based on the premise that 

is useless to have battery power remaining at some nodes while others exhaust their 

battery, since all nodes are deemed to be equally important. 

·  Minimizing the cost/packet radio. Different costs can be assigned to different links, for 

example, incorporating the discharge curve of the battery, and thus postponing the 

moment of network partition. 

·  Minimizing the maximum energy drain of any node. 

Wibree is the most efficient protocol but in a very short range, covering an area of less than 

10 meters. Wibree’s power-efficient feature is expected to enable personal-area communications in 

devices such as watches, wireless keyboards, toys and sports sensors that have limited battery 

capacity. Is not designed for applications which use power harvesting. Besides, Wibree has not 

been tested on building automation applications, mainly because of its predefined piconet 

topology. Zigbee and WirelessHART nodes are supposed to be energy efficient, but due to the lack 

of power-aware routing strategy the total energy consumption increases. This is the reason why so 
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custom LL-MAC like MAC protocol should be developed  in order to work under power harvesting 

conditions. 

6.2 Time synchronized 
Energy consumption is an important design constraint in battery-powered wireless sensors, 

so it turns out essential for self powered devices. In order to save power, network nodes are kept in 

sleep mode for a significant fraction of time. A synchronization algorithm is required to ensure 

simultaneous sleep and awake times for nodes. 

WirelessHart is a Time Division Multiple Access (TDMA) based network. All devices are time 

synchronized and communicated in pre-scheduled fixed length time-slots. TDMA minimizes 

collisions and reduces the power consumption of the devices. 

On the other hand, Zigbee uses CSMA-CA (Carrier Sense Multiple Access Collision 

Avoidance) and operates in two main modes: 

·  Non-beacon mode. It is less coordinated, as any device can communicate with the 

coordinator at will. However, this operation can cause different devices within the network 

to interfere with one another, and the coordinator must always be awake to listen for 

signals, thus requiring more power. 

·  Beacon mode. It is a fully coordinated mode in that all the device know when to coordinate 

with one another. In this mode, the network coordinator will periodically "wake-up" and 

send out a beacon to the devices within its network. This beacon subsequently wakes up 

each device, who must determine if it has any message to receive. If not, the device 

returns to sleep, as will the network coordinator, once its job is complete. 

With the objective of an autonomous and nearly perpetual network behaviour, existing 

solutions can’t achieve enough efficiency . Main responsible for this performance relays on MAC 

layer combined with TDMA schema and routing. It has not been found current solutions that cover 

this requirement. 

6.3 Network Topology: star, tree and mesh 
There are different kind of sensor networks regarding their network topology: star, tree and 

mesh. In mesh networks, each wireless sensor acts as a router, sending and receiving data from 

other sensors or the gateway. Self configuring networks automatically determine the best path for 

data to take from sensor to gateway. This topology is good for wide area networks with high 

redundancy, but enough power for all participants is available to route the messages. 
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Mesh networks are more scalable, offer better QoS and it is shown analytically that they are 

more energy efficient than equivalent single-hop networks. They also introduce redundancy in 

topology, which makes them more robust against the failure of the single node, since messages 

may be routed through alternative paths. In contrast to star topology, which if a signal is blocked by 

physical or RF interference, the network cannot recover, until the source of interference is 

removed. 

Zigbee, 6LowPan and WirelessHart support mesh topology. However, Wibree does not 

support mesh networks which is an important drawback. 

 

Figure 6.1 Network Topologies. 

6.4 Self healing, auto-configurable 
Building environment may change over time (for instance when a floor layout change 

occurs), which in turn causes changes to RF environment. Additionally, there may be changes in 

traffic flow due to changes in sensor location or process utilization. The WSN should be able to 

adapt to all these changes while maintaining the required levels of throughput, latency, reliability 

and security. Besides, many sensors may use power harvesting to work, so they could be out of 

the network in some situations. 

Thanks to mesh networks, Zigbee, 6LoWpan and WirelessHart are able to reorganize their 

networks if something happen. In addition, the self-configuring and self-healing properties offer 

redundancy and low maintenance cost. 
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6.5 Robustness (redundancy, DSSS + frequency hop) 
Wireless technologies applied to WSN mainly use the 2,4 GHz Industrial, Scientific and 

Medical (ISM) non-licensed frequency bands (as described in section 2.1). This bands are free-use 

so it may appear interferences between different communications.  

Radio technologies can be used to reduce interferences. For this, spread spectrum radio 

modulation techniques are applicable because of their multiple access, anti-multipath fading and 

anti-jamming capabilities. DSSS uses the entire frequency spectrum during one transmission. 

Therefore, the sending power can be reduced, the signal is hidden in the background noise and 

cannot be tapped nor jammed nor it is jamming other radio transmissions. Devices with the correct 

decoding information can receive the data while others see the transmissions as white noise and 

disregard it. This allows multiple overlapping radio signals to be received and understood only by 

other devices in their own networks. DSSS (Direct sequence spread spectrum) can remove the 

interference completely, if the interfering signal power is within the jamming margin, especially in 

case of low two medium narrowband interference. 

WirelessHART addresses some of the main concerns raised by the industry towards ZigBee. 

It’s designed from start to be a robust and secure communications protocol; thus implementing 

many features in order to achieve it. Frequency hopping and retransmissions limits the effects of 

temporal and frequency interference. WirelessHART utilizes IEEE 802.15.4 compatible DSSS 

radios with channel hopping on a packet by packet basis. 

Zigbee also uses DSSS which divides the 2.402 – 2.480 GHz spectrum into 16 channels or 

10 channels in the 915 MHz spectrum and 1 channel in the European 868 MHz spectrum. 

6LowPan use 802.15.4 2006 physical layer. This specification improves the maximum data 

rates of the 868/915 MHz bands, bringing them up to support 100 and 250 kbit/s as well. Moreover, 

it goes on to define four physical layers depending on the modulation method used. Three of them 

preserve the DSSS approach: in the 868/915 MHz bands, using either binary or offset quadrature 

phase shift keying (the second of which is optional); in the 2450 MHz band, using the latter. An 

alternative, optional 868/915 MHz layer is defined using a combination of binary keying and 

amplitude shift keying (thus based on parallel, not sequential spread spectrum, PSSS). 

On the other hand, Wibree use FHSS [Frequency Hopping Spread Spectrum], which divides 

the frequency band into 79 channels. 

6.6 Security (AES128) 
WSN share the common networking security threats, namely message interception, 

message modification, message fabrication, and interruption of communication and operation. 
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Furthermore, attacks can be carried out by malicious outsiders or insiders. It is desired that 

outsider attacks are blocked and in case of insider attack, the security gracefully degrades. 

WSN have special characteristics that make them vulnerable to new ways of security 

attacks. Passive attacks are carried out by eavesdropping on transmissions and may include for 

example traffic analysis or disclosure of message contents. Active attacks consist of modification, 

fabrication and interruption, which in WSN cases may include node capturing, routing attacks, or 

flooding. 

WNS in industrial environments may be hybrid solutions. This, however, may provide another 

challenge. The security of the wireless sensor network can be separated to two different 

categories: 

·  The security of the data acquisition network 

·  The security of the data dissemination network 

AES (Advanced Encryption Standard) is a symmetric-key encryption standard. The standard 

comprises three block ciphers, AES-128, AES-192 and AES-256. Each of these ciphers has a 128-

bit block size, with key sizes of 128,192 and 256 bits, respectively. Zigbee and 6LowPan added 

AES-128 security to their standard. 

All the standards described before implement this security. But, WirelessHart technology was 

designed to enable secure industrial wireless sensor network communications. Security is 

mandatory in WirelessHART; there is no option to turn it completely off. WirelessHART provides 

end-to-end and hop-to-hop security measures through payload encryption and message 

authentication on the Network and Data-link layers. WirelessHART uses CCM mode in conjunction 

with AES-128 block cipher using symmetric keys, for the message authentication and encryption. 

6.7 Operational modes: Power Aware Operation Suppor t 
The Power Aware Operation Support is described as the characteristic of dynamically 

changing the operational and functional behaviour of the network depending on the available 

power resources on every node. This means that the network topology, RF transmission power, 

routing and rerouting capabilities and network monitorization (apart from other functional features 

like down-sampling the multi magnitude sensing frequency) will depend on the power level of the 

different nodes present in the network. This feature is missing in all the revised standard protocols. 

6.8 Homogeneous 
A homogeneous network is a network in which all their nodes are equal. It means, all nodes 

have the same hardware and they do similar tasks. This feature guarantees that the most of nodes 
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have the same power. Zigbee and Wibree are not homogeneous. As mentioned in section 3.1, 

Zigbee has different kind of nodes. WirelessHart is also heterogeneous, since it has different 

nodes such as Adaptor, gateway or sensors. 

On the other hand, 6Lowpan is homogeneous. A LoWPAN network consists of nodes, which 

may play the role of host or router, along with one or more edge routers. But, the hardware of the 

nodes is identical. 

6.9 Upgradable (OTA) 
A WSN must require minimum operator intervention. This would mean a system that is self-

organizing, self-configuring and self-healing. A WSN usually has a lot of nodes so it is impractical a 

manual configuration and managing. Therefore, nodes must be able to organize themselves. 

Additionally, it should be possible to administrate and program the nodes as an ensemble rather 

than individual devices alone. One way to do that, it is through OTA (Over the air programming). It 

allows to programming all devices’ new firmware through wireless link. 

There are tools which allow to update the firmware of the nodes over the air. Zigbee, 

6LoWPan and WirelessHART have this characteristic. However, Wibree can’t update over the air, 

Wibree is designed to another purpose. 

6.10 Network Manager Applications (NMAs) 
Even though these NMAs are not strict part of the wireless network, they are used as tools 

for first deployment and for later network commissioning (including monitorization, statistics and log 

studies). Examples of such a tools could be found in section 5. The functionality of these tools 

should include monitorization and statistic tools for the study of the power availability/consumption 

in nodes. 

6.11 Interoperability, centralized, multihop networ k 
In a multi-hop wireless networks, the communication between two end nodes is carried out 

through a number of intermediate nodes whose function is to relay information from one point to 

another. 

Interoperability is one of the leading factors when choosing a wireless protocol. In technical 

terms, interoperability means that the applications do not need to know the constraints of the 

physical links that carry their packets. Zigbee defines the communication between 802.15.4 nodes 

and then define new upper layers all the way to the application. This means Zigbee devices can 

interoperate with other Zigbee devices, assuming they utilize the same profile. 
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The main characteristic of 6LoWPan is its interoperability with IPv6 networks as well as with 

devices on any other IP network link (e.g. Ethernet, Wifi, 802.15.5) with a simple bridge device. 

Bridging between Zigbee and non-Zigbee networks requires a more complex application layer 

gateway. Besides, the scalability in 6lowPan networks is higher than Zigbee networks. 

WirelessHart can be interconnected to another networks through its proprietary gateway. 

6.12 Benchmark 
The following table summarizes the standard/commercial protocols characteristics against 

the specifications established for TIBUCON project regarding its WSN. As it could be read below, 

none of the current standard/commercial solution fulfils all the needs. 

 

 ZIGBEE WIRELESSHART WIBREE 

Interoperability ��  ���  �  

Operational Models NO NO NO 

Time synchronized ��  ���  - 

Topology ����  ����  ��  

Self healing, Auto configurable ���  ��  �  

Robustness ���  ����  �  

Efficiency, power aware  ��  

(no power aware) 

���  

(no power aware) 

�  

(no power aware) 

Homogeneous, heterogeneous ��  ��  ��  

OTA ����  ����  NO 

Latency ��  �  ���  

Cost ����  �  ��  

Table 6.1 Comparison between ZigBee, WirelessHart and Wibree regarding the TIBUCON protocol specifications. 
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7 ARCHITECTURE 
 

The architecture of the TIBUCON network is modular and it is divided in three main parts: 

Central Units, Gateways and Nodes. Basically, the nodes are in charge of gathering the distributed 

information, gateways are used for feeding the information in the building management system 

(directly or through the building communication backbone) and the central units (either in the 

building or in a remote location – e.g. ESCO office) collect all the information. Thanks to the SOA 

approach, information is accessible (under security constraints) not only at central units but also in 

several points across the architecture. 

Along this section the different entities in the TIBUCON architecture will be presented; 

including network tools and the End Point concept within the nodes. 

 

Figure 7.1 TIBUCON Architecture Topology. 

7.1 Central Unit 

The Central Unit could be considered as the information core of TIBUCON where all the data is 

centralized. This should not be confused with the Building Management System, since the Central 

Unit does not perform any decision regarding the operation of the HVAC, but lets the BMS to 

access all the information it may need (and that is not directly fed into it by the gateways). The 
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Central Unit, if possible, will make the most of the building communication backbone in order to 

collect the data. The Drivers will allow a transparent access to the stored information and the SOA 

approach will be used to publish and deliver the services present in TIBUCON. 

7.2 Gateways 

Gateways will be the physical interconection points that will allow networks of different nature 

to coexist and communicate. Focusing on TIBUCON scenario, the gateways will be the elements 

that will allow the conection between the spreaded SP-MM-WSN nodes and other traditional 

building networks and protocols such as WiFI, Power Line Communication, Ethernet, Rs485, etc. 

These Gateways will also be used to upgrade any selected actuator with wireless capabilities. 

7.3 Network Manager Applications 

This application collects all the support functionalities needed for managing the wireless 

network though their life cycle. Thanks to this applications it will be possible to assist in deployment 

phase of each node and gateway, choosing best location in terms of link quality between neighbors 

as well as a prediction assessment tool for checking nearly autonomous operation taking into 

account energy measurements and statistics closely related to each node surroundings. Once 

deployed the wireless network configuration capabilities will be used to fine tune communication 

parameters affecting routing, energy limits and statistical information about availability that enables 

detect abnormal behavior through extensive monitoring and logging capabilities. Graphical 

interface will be preferred because large amount of data is expected and user interaction both local 

and remote, via internet, will be possible. Using this tool will be also possible to remotely update 

the firmware of each of the network elements. This is a must in a distributed environment for bug 

debugging and implementing new capabilities and strategies for energy sensors savings. 

7.4 Nodes (including End Point Concept) 

Nodes are the elements that add capillary connection to the architecture of TIBUCON. They 

are in charge of sensing the environment and routing information (either own information or 

retransmissions from other nodes). Their operation will be based on power aware principles and 

(as mentioned before) the functional behaviour will be automatically modified depending on the 

power available from the harvester. From the electronic point of view a node comprises the 

following parts: 

·  Processor Unit: based on ultra low microcontroller device. 
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·  Commercial radio transceiver operating under 802.15.4 standard and corresponding 

antenna. 

·  Interface to multi-magnitude sensor unit (including the signal conditioning) and to power 

harvester unit. 

In addition, while describing the nodes, End Point concept should be mentioned. An End Point 

could be understood as a virtual unit within the node. Each node could hold different End Points, 

each of them performing different tasks and offering different services. If the TCP/IP structure is 

taken as example, the End Points in a node are the equivalent to the different Ports within the 

same IP connection. TIBUCON nodes will group their different End Points under three categories: 

Control, Debug and Functional End Points. 

  



TIBUCON Wireless Communication Protocol Description 

Page 56 of 59 

8 CONCLUSIONS 
 

According to the study described in the current document, there is not a fully 

commercial/standard solution that complies with all the requirements defined for TIBUCON 

wireless network of power harvester nodes. The main critical point is the self power characteristic 

of the nodes which brings several constraints regarding the MAC layer of the WSN protocol stack; 

Even though some of the commercial/standard solutions, such as Wibree, ZigBee or Wireless Hart, 

claim for a very little energy consumption in the nodes, the need of wall powered router or 

concentrator node, or limitations in network topology make them not suitable for TIBUCON project 

needs.  

In this scenario, the need of a custom medium access control layer arises. After presenting 

several power aware MAC protocol options, in order to fulfill all the specifications, a custom 

development based on LL-MAC protocol has been proposed, including, among other features,  

multi-frequency capabilities for improving the reliability of the solution.  

Regarding the bottom layer and upper layers of the protocol stack, standard solutions have 

been chosen such as the 802.15.4 for the physical layer and the 6LowPan plus Service Oriented 

Architecture based on data models for higher layers. 

While 6LowPan standard will be integrated as universal mechanism for accessing certain 

capacities in the nodes, the SOA philosophy will be followed for publishing services and data in an 

understandable way. SOA solutions are being broadly used and have been assumed as de facto 

standard to drive the connectivity issue among different elements and it will be used for achieving 

the interoperability of the solution developed for TIBUCON project. 
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